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Introduction

Since its scientific formulation in the 18th century, chemistry 
has aimed at achieving the rationalization of chemical phenom-
ena, thus abandoning the purely empirical nature of alchemy. It 
was in 1888 that Gay-Lussac, one of the founders of modern 
chemistry, stated: “We are perhaps not far removed from the 
time when we shall be able to submit the bulk of chemical phe-
nomena to calculation.” This was clearly overly optimistic, but 
illustrates the goal of chemists to not only describe but also to 
deeply understand chemical systems. In fact, the fathers of 
chemistry, including Avogadro, Boyle, Dalton, Gay-Lussac, La-
voisier, and Volta, did not enter the history books by reporting 
details of the behavior of chemical systems, but because of 
their contributions to the development of a theoretical frame-
work able to rationalize the behavior of chemical phenomena.

The greatest theoretical challenge in chemistry is under-
standing the behavior of systems at the level of the atom by 
using the basic rules of physics. The development of quantum 
chemistry during the last years of the 19th century and the first 
half of the 20th century provided the required theoretical frame-
work. Heisenberg [32] and Schrödinger [67] published seminal 

papers on quantum theory in 1925 and 1926, and in 1929 Paul 
Dirac claimed that “the fundamental laws necessary for the 
mathematical treatment of a large part of physics and the 
whole of chemistry are thus completely known, and the diffi-
culty lies only in the fact that application of these laws leads to 
equations that are too complex to be solved” [16]. 

Efforts made to apply the formalism of quantum theory to 
chemical systems started as early as 1927, when Heitler and 
London [see manuscript letter in http://tinyurl.com/34dnkgr] 
developed the valence bond theory, a theoretical framework 
that is still in use. However, practical implementation of the 
principles of quantum chemistry had to wait for the develop-
ment of computers. The first quantum mechanical calculations 
on model molecular systems were carried out in the 1950s, but 
the explosion of quantum chemistry took place during the 
1970s, due to the combination of more powerful computers, 
efficient computational programs, and robust algorithms (for a 
review, see [66]). Since the 1970s, developments in quantum 
chemistry have paralleled improvements in computer architec-
ture and the refinement of programs and algorithms. The Nobel 
Prize in Chemistry that was awarded in 1998 to John Pople 
(one of the leading scientists in translating quantum theories 
into efficient algorithms) can be viewed as the scientific com-
munity’s recognition that quantum chemistry had come of age. 
Today, quantum chemistry affords a well defined framework for 
the rigorous treatment of most systems of interest for either 
organic or inorganic chemists, and very significantly contrib-
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cal systems.
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utes to the representation of systems on the frontier of biology 
and physics. 

The impact of quantum chemistry on our understanding of 
the behavior of molecular systems can hardly be exaggerated. 
However, it would be unfair to ignore the contributions to theo-
retical chemistry arising from other methodological frame-
works. It is worth noting, for instance, the efforts made by re-
searchers such as E.J. Corey to rationalize organic synthesis 
from semi-empirical rules [9], and the coordinated efforts of dif-
ferent groups (e.g., Lifson, Allinger, and Hagler) to rationalize 
the conformational preferences of large molecules using classi-
cal mechanics [81].

In summary, theory has been part of the essence of chemistry 
since the early work of Dalton in the 18th century. In contrast, the 
origins of biology were quite different, being mostly linked to the 
work of scientists whose intensive efforts allowed the description 
and classification of nature, such as those of Linnaeus, in cate-
gorizing animal and vegetal kingdoms, and of van Leeuwen-
hoek, in the characterization of microbial organisms. 

The intelligent observation of nature allowed the generation 
of phenomenological rules that, based on previous experience, 
could be applied to predict the evolution of biological systems. 
Examples of this type of reasoning are provided by the work of 
Darwin, Lamarck, and Mendel. Even now, much of the ap-
proach to the life sciences relies on this scientific paradigm.

The development of biochemistry, a hinge science between 
chemistry and biology that resulted from the work of research-
ers such as Pasteur, helped to narrow the conceptual gap be-
tween biology and chemistry. Biochemistry, for example, 
teaches us that complex biological processes such as metab-
olism are merely a well-coordinated and regulated network of 
simple chemical reactions favored by the presence of extreme-
ly efficient catalysts. However, the most important link in the 
bridge between biology and chemistry was the emergence, in 
the middle of the 20th century, of structural biology. Structural 
techniques made evident the chemical nature of biological 
models, thus facilitating the rationalization of biological proc-
esses using the same rules that have helped us to understand 
chemical systems. 

The discovery of the structure of the DNA double helix by 
Watson and Crick in 1953 is still considered as the most rele-
vant discovery in modern biology, since it demonstrated the 
possibility to gain insight into complex biological processes 
through basic chemical principles. In 1959, two other structural 
biologists, Kendrew and Perutz, solved the three-dimensional 
structure of the first protein [37,56], thus providing chemical 
clues regarding the functioning of these biological macromole-
cules. With these discoveries, the door for the atomistic inter-
pretation of biology was opened, and theoretical chemistry, 
which had been evolving in parallel with structural biology, took 
advantage of the new approach.

The mainstream of research in biology is now dominated by 
automated high-throughput experiments that have been used to 
extract genomic information for most of the species of human 
interest. Indeed, with the latest generation of sequencing ma-
chines a human genome can be sequenced every week. The 
recently developed field of transcriptomics has enabled scien-

tists to draw up an RNA expression map of tissues under normal 
vs. pathological conditions, and high-throughput proteomic 
techniques can identify all the proteins expressed at a given time 
in a particular tissue. Structural methods have also become of a 
high-throughput nature, allowing the structures of complex mo-
lecular machines, such as the ribosome, to be solved. At the 
time this review was being written, the Protein Data Bank (PDB) 
contained detailed structural information on nearly 60,000 pro-
teins and more than 2000 nucleic acids, with the number of de-
posited structures growing exponentially. Overall, biology is now 
facing the challenge of managing the huge amount of data so 
that it can be readily accessed in attempts to understand the 
molecular basis of biological phenomena. 

This review discusses how theoretical chemistry can help 
biology to rationalize all these data. For the sake of brevity, it 
focuses on specific areas in which theoretical chemistry has 
made relevant contributions to our knowledge of the principles 
that operate in biological systems.

Small molecules

In addition to macromolecules, small compounds are equally 
essential for cell life, as building blocks of macromolecular 
systems, whose properties are determined by the inherent 
features of the individual monomers, and because of their 
specific functions, which include signaling, allosterism, and 
mediators of metabolic pathways. Therefore, the study of 
simple nucleobases, amino acids, sugars, and other metabo-
lites can provide very valuable information on the general 
properties of macromolecules and the molecular basis of bio-
chemical processes.

The small size of these compounds permits the application 
of high levels of quantum mechanical (QM) theory to character-
ize their structural and chemical properties. A well-known ex-
ample is the study of peptide bond isomerism. Most protein 
residues display a trans conformation around amide bonds 
with cis↔trans conversion hindered by a large energy barrier 
(around 20 kcal/mol). Under biological conditions, however, 
cis↔trans isomerism is largely favored for proline residues due 
to the catalytic action of rotamases. The molecular mechanism 
of cis↔trans isomerism is still unclear, as are the differential 
trends of the process in aqueous solution, apolar solvent, and 
the protein’s interior. Finally, the molecular determinants of the 
kinetic efficiency achieved by rotamases remain to be fully elu-
cidated. The combination of high-level quantum mechanical 
studies [39,40] with classical simulations [48] has helped us to 
define a mechanism such as that illustrated in Fig. 1. The free-
energy barrier for isomerization in solution is around 19 kcal/
mol and involves crossing both syn and anti transition states 
(Fig. 1). Desolvation reduces the barrier to 15 kcal/mol, favoring 
the anti transition state, which accordingly is around 3000-fold 
more populated than the syn transition state. This specific des-
olvation effect, combined with specific ion–dipole interactions, 
accounts for the enzymatic acceleration of the reaction. 

Another case in which the study of small molecules provides 
value information on the behavior of large macromolecules is 
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DNA, whose integrity relies on the formation of purine-pyrimidine 
hydrogen bonds, which in turn depends on the tautomeric state 
of the nucleobases. Already in their 1953 paper, Watson and 
Crick recognized the dependency of their model of A·T and G·C 
pairings on the prevalence of keto/amino tautomers with respect 
to the enol/imino forms [81], something that was in fact suggest-
ed to Watson and Crick by the theoretical chemist Max Del-
brück, in contradiction of the experimental data available at that 
time. It is now clear that Delbrück’s suggestion was correct and 
that G·C and A·T pairings are prevalent in DNA; in fact, they are 
responsible for the maintenance of the genetic code. Note that if 
the standard keto-amino tautomeric preference were altered, 
the recognition rules between nucleobases would also change, 
as shown in Fig. 2. This was suggested by Fresco as the major 
mechanism for spontaneous mutation [77].

This line of reasoning poses many exciting questions of major 
biological importance that can be solved with the aid of theoreti-
cal chemistry. For example, why are the keto-aminos the major 
species for coding nucleobases? Why do experimental observa-
tions suggest that tautomeric species present in the gas phase 
differ from those in solution? Is tautomerism modulated by the 
DNA environment or by modifications in the nucleobase? Can 
we understand mutagenic properties of modified bases by con-
sidering that they are in their minor tautomeric states? Or, even 
more interesting, can we design modified nucleotides with tau-
tomerism-driven dual recognition patterns?

A combination of QM calculations, self-consistent reaction 
field calculations, molecular dynamics (MD), and statistical me-
chanics calculations (see below) has guided our understanding 
of the tautomeric scenario of different nucleobases in a variety 
of environments. The most interesting case is cytosine, which 
changes its tautomeric state between apolar environments 
such as the gas phase and water [8], and which also can 
change in specific DNA environments [60,72]. The same type 
of calculations have led to the detection of unusual nucleobas-
es with dual tautomeric states and displaying different recogni-
tion patterns [2] according to the DNA environment, thus pav-

ing the way to important applications in biotechnology. 
Furthermore, analyses of tautomeric scenarios of modified nu-
cleosides have been crucial to our understanding of the muta-
genic properties of different DNA lesions (see examples in 
[19,34,35,49,79]).

QSAR and chemogenomics

The work of Hansch and others during the 1970s and 1980s 
demonstrated that it was possible to relate the molecular de-
scriptors of a series of molecules with their biological activities 
following the “extrathermodynamic approach” (Eq. (1), [22,29]).

	 , . . .log A X XnI 1= ^ h	 (1)

where A is the biological activity, X1…Xn are molecular de-
scriptors, and I is an a priori unknown function.
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which is prevented for the canonical tautomer (top and middle pairs).
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The use of Eq. (1) does not require prior knowledge of the 
structure of the biological receptor. Rather, the biological ac-
tivities determined for a series of compounds are used to es-
tablish a numerical formalism for I, which can then be applied 
to predict the activity of other derivatives.

Equation (1) can be used to identify quantitative structure-
activity relationships (QSAR), which have an enormous impact 
in guiding drug design [22,29]. Although the first QSAR studies 
were based on experimentally determined molecular descrip-
tors (such as partition coefficient, molecular refractivity, and 
molecular dipole), most QSAR descriptors are derived from 
theoretical chemistry [59], and there are international assess-
ments that allow the accuracy of these theoretically derived de-
scriptors to be evaluated [74]. 

The advantages of theoretical methods with respect to ex-
periments aimed at deriving QSAR descriptors are two-fold: (i) 
they are easy to obtain even before the synthesis of the com-
pound, and (ii) they easily capture three-dimensional informa-
tion, which is often difficult to obtain from experiments. An ex-
ample of the latter point is seen in Fig. 3, which illustrates the 
richness of the information on the hydrophobic/hydrophilic 
properties of a putative drug compared with the flat information 
provided by inspection of its partition coefficient. 

One of the possibilities that theory offers to researchers is 
quantification of the similarity/diversity of molecules [5,36]. This 
information, which can be obtained using different levels of 
theory, has been extremely beneficial in the design of candi-
date drugs based on their similarities with known active drugs. 
Similarity techniques now form the core of chemogenomics, in 
which theoretical chemistry is combined with the tools of bioin-
formatics to place drugs in the context of gene relationships in 
order to detect cross-interactions (found by looking for drugs 
known to act on target A that are similar to drugs acting on 
target B), or to design “dirty” drugs able to tackle simultane-
ously different targets in a network, thus increasing the likeli-
hood of a favorable pharmacological response [30].

Structure-based drug design

As described above, ligand-based approaches afford a con-
ceptual framework to gain insight into the relationships be-
tween a drug’s structure and its activity. However, knowledge 
of the three-dimensional structure of the drug’s receptor great-
ly increases the probability of success, since docking tech-
niques [10,43] can be used to screen chemical databases for 
molecules that fit well in the binding pocket of proteins. 

Current docking methods use fast sampling techniques and 
simple potential functions to scan the potential binding modes 
of drugs to the target protein. The proposed binding modes 
(“poses” in docking jargon) are then scored using more com-
plex semi-empirical functions that have been refined by training 
with known ligand databases [43]. The final output of docking 
algorithms is a set of drugs and potential binding modes (Fig. 4) 
that are labeled by estimating the theoretical free energy of 
binding. Docking methods are designed to enable efficient 
screenings of libraries containing millions of drugs. Despite 
problems in representing induced-fit structural changes in the 
protein [10], they highly improve (by a factor of 100) the chanc-
es of finding effective ligands. However, while docking algo-
rithms are the best alternative to experimental high-throughput 
methods in searching for new leads in drug design, they are 
not accurate enough for lead-optimization, in which higher-
level calculations (see below) are required.

Fig. 3.  Fractional contributions to hydration free energy and 
octanol→water partition coefficient obtained by using a theoretical 
self-consistent reaction field method [41,73]. The plot illustrates all the 
details of the spatial distribution of hydrophobic and hydrophilic re-
gions in the molecule. 

Fig. 4.  Example of docking results obtained using our CMIP program 
[23] on adenosine deaminase. The optimal poses of the docked ligand 
(1-deaza-adenosine) are shown in green, while the X-ray determined 
binding mode is shown in orange.
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Protein function

An understanding of how proteins function is one of the main 
objectives of theoretical chemists working in biological sys-
tems. Some proteins perform mechanical work much more ef-
ficiently than any human-made engine. Many can recognize 
ligands with nanomolar to even femtomolar binding affinities 
that are capable of triggering broad-ranging biological re-
sponses. Other proteins bind and carry ligands across long 
distances, delivering them to specific sites. Finally, there are 
proteins that act as catalysts of complex reactions, achieving 
much larger enhancements of the reaction rate than possible 
with any human-made catalyst. The theoretical study of protein 
function presents two major challenges. First, there is the need 
to represent the dynamic behavior of proteins, and second, to 
account, in some cases, for chemical reactions.

The study of protein dynamics is complex, but can be 
achieved by means of two main approaches [18], coarse-grained 
methods and atomistic methods. Within the coarse-grained ap-
proach, the protein is represented by a series of beads (typically 
localized at Ca) that interact with each other by means of simple 
harmonic potentials, such as those defined in Eq. (2).

	 –E d d
,

i j
i j

i j i j
0 2

C= ` j/ 	 (2)

where i jC  is a distance-dependent or delta function equal to 1 
if beads i and j are close in space and to 0 otherwise, di j  is the 
actual distance between beads, and d i j

0  the optimum distance 
as determined from the experimental structure. 

The movements of a protein subjected to potential energy in 
Eq. (2) can be obtained by integration of the corresponding 
Langevin equations of motion [18], as shown in Eq. (3).

	 –m a ti i ico h= + +F ^ h	 (3)

where m is the mass, a  the acceleration, o  the velocity, and F
the force (computed as –dE

drFi
i

= ) acting on atom i; c is a 
friction coefficient and the stochastic term hi(t) is computed us-
ing Gaussian white-noise functions (see [35] for details).

Alternatively, within the normal mode analysis (NMA) frame-
work, protein movement can be deduced from the set of ei-
genvectors and eigenvalues obtained by diagonalization of the 
Hessian matrix:
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E
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A last option for the coarse-grained representation of protein 
movements consists of mapping harmonic potentials as square 
potentials. This allows the derivation of trajectories by using bal-
listic equations of motion, thus avoiding the computationally ex-
pensive calculations implicit in the integration of Langevin equa-
tions of motions or in the diagonalization of the Hessian’s matrix. 

Coarse-grained calculations are very efficient from a com-
putational point of view and provide results of surprisingly great 
accuracy [4,18]. Unfortunately, they do not yield the atomistic 
details that are often important for understanding protein func-
tion. This shortcoming can be corrected by atomistic MD simu-

lations, in which the protein is represented at atomic resolution 
as being surrounded by thousands of water molecules and 
ions, i.e., mimicking physiological conditions. MD simulations 
are coupled to highly detailed potential functions (force-fields) 
that have been parametrized to reproduce high-level QM and 
experimental data [3]. Trajectories for individual atoms are col-
lected by numerical integration of Newton’s equations of mo-
tion over very small time intervals (dt; typically femtoseconds):
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MD simulations provide a Boltzmann ensemble of the pro-
tein and its solvent environment (Fig. 5) that can be used to re-
produce any experimental observable. Additionally, MD can 
reproduce spontaneous or externally induced conformational 
changes, thereby allowing studies of the mechanical work gen-
erated by proteins, the nature of allosteric effects, and the 
mechanisms of ligand-induced fit [38,39].

Despite the impressive power of MD simulations, the use of 
classical force-fields and fixed molecular topologies impedes 
their application in the study of chemical reactions occurring at 
the active sites of enzymes. In these cases, theoretical studies 
require a hybrid potential-energy function (the hybrid Hamilto-
nian) representing, at the QM level, interactions at the active 
site (as), whereas external interactions rely on a more efficient 
classical formalism (MM; see [68,69] for additional details and 
examples of use).

	 H H E E / ,
QM MM M MM i as j asQi as i as

= + +
zz !!

cc $ $ $. . . 	 (8)

The hybrid Hamiltonian outlined in Eq. (8) can be implement-
ed with few changes in the MD formalism, but the cost of the 
QM part of the calculation makes the calculation highly expen-

Fig. 5. Ensemble of conformations representing the equilibrium dy-
namics of apocytocrhome B562 in aqueous solution. Image taken 
from our webserver [http://mmb.pcb.ub.es/MoDEL]. 
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sive. Thus, while current classical MD of proteins are reaching 
the 100 ns to 1 ns time scale, QM-MM calculations are typi-
cally performed in the multi-picosecond to nanosecond time 
scale [68,69].

Prediction of protein structure

X-ray and nuclear magnetic resonance (NMR) are dramatically 
increasing the number of proteins of known structure. As noted 
above, the 2010 version of the PDB contains around 60,000 
entries. Nevertheless, only around 40% correspond to unique 
proteins and only 15% of these are human proteins. In con-
trast, around 93,000 human proteins are expected based on 
sequence data, probably nearly 200,000 if splicing variants are 
considered [7,58]. Thus, the PDB currently covers less than 
10% of human proteins (probably even less than 2%), underlin-
ing the need to obtain theoretical models of protein structure in 
order to understand the function of proteins and to design 
more effective drugs. 

Interest in predicting protein structure has dominated theo-
retical work in biochemistry for more than half a century, since 
the sequence of a protein was demonstrated to contain all the 
information needed to achieve its three-dimensional structure. 
In principle, the prediction of a protein’s structure should imply 
a simple free-energy optimization process, which could be 
solved using long MD simulations coupled to a classical force-
field. The problems of this pure force approach are twofold: (i) 
there is no guarantee that physical force-fields, parametrized to 
correctly reproduce native folds, will also properly reproduce 
the unfolded structures, and (ii) folding is a statistical process 
resulting from an ensemble of trajectories, typically on a milli-
second to second time scale. 

As mentioned above, recent improvements in computers 
and software are now making it feasible to run microsecond-
long MD simulations. Furthermore, in the coming years, next-
generation supercomputers, hybrid CPU-GPU systems, and 
especially special-purpose computers are expected to facili-
tate millisecond-long trajectories, thus enhancing the possi-
bility to perform real folding simulations based on physical 
potentials derived from “first principles” calculations. This, in 
turn, has well evidenced the need for force-field refinement, 
currently the focus of intense efforts by many research 
groups [47].

In the absence of a final answer to the folding problem de-
rived from rigorous theoretical calculations, more empirical ap-
proaches are being used, and with notable success. Methods 
for the prediction of secondary structure have now reached 
maturity, guaranteeing success rates above 70% for soluble 
proteins. More challenging is the prediction of three-dimen-
sional structure, since this is defined by a myriad of weak inter-
actions acting cooperatively to stabilize a protein’s native form.

Current methods for protein prediction are based on two 
fundamental paradigms: (i) structure is more conserved than 
sequence, i.e., proteins with similar sequence display very sim-
ilar structures, and (ii) the folded structure of a protein is its 
most stable conformation. The standard procedure for struc-

ture prediction first determines whether the database contains 
homologous proteins of known structure. If there are homo-
logues with a sequence identity above 30%, comparative 
modeling techniques provide excellent structures for the prob-
lem protein by using the known structure as template [65]. 

The impact of comparative modeling in biology is enormous 
and is expected to increase as the number of template struc-
tures in the PDB increases. Recent calculations by our group 
demonstrated that good homology models can be built for 
nearly 55% of the known human proteins [45]. However, there 
are still many proteins (human or belonging to other species) 
for which there is no clear homologue and, accordingly, they 
are not targets for comparative modeling. In many of these 
cases, fold recognition techniques can be used and structural 
models can be derived by employing semi-empirical scoring 
functions that evaluate the ability of a protein to adopt a known 
fold [27]. In the remaining cases, when neither comparative 
modeling nor fold recognition techniques are applicable, the ab 
initio folding approach can be used. Within this paradigm, the 
protein is folded by means of a Monte Carlo strategy or using 
other sampling techniques that optimize contacts, as defined 
by knowledge-based potentials and fragment libraries [21].

The protein prediction community is large and very well or-
ganized. This has facilitated the organization of periodic as-
sessments (critical assessment of structural prediction, CASP), 
in which the abilities of current methods to determine the struc-
ture of proteins experimentally known but not yet deposited in 
the PDB are analyzed [80]. CASP experiments have fueled the 
refinement of predictive methods, and publication of the results 
has provided the general user community with a very good 
guide regarding the expected quality of the structural models. 
The spirit implicit in CASP experiments highly favors other are-
as of theoretical chemistry, in which the expected accuracy of 
the calculations is not always evident.

Protein interactions and networks

Recent large-scale experiments [1,64] have illustrated that 
many cellular processes are guided by the formation of tran-
sient protein-protein complexes, whose structures are typically 
difficult to determine by high-resolution experimental methods 
but instead require the use of simulation tools. A variety of 
methods based on protein evolutionary information [78], the 
optimization of empirical functions or physical potentials [6,20], 
and a combination of the two [17,28] have been proposed. 
Current state-of-the-art methods can reasonably trace regions 
of proteins that are probably involved in protein-protein con-
tacts. Structural models of the protein complexes are of good 
quality when dimerization does not introduce major changes in 
monomer geometry, but they are potentially rather inaccurate 
when the interaction triggers large structural deformations [57]. 
Protein docking methods are periodically analyzed in a CASP-
like blind experiment named CAPRI (critical assessment of pre-
diction of interactions), which has illustrated the continuous in-
crease in the performance of these methods [see website 
information at http://mmb.pcb.ub.es/capri2009].
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Recent trends in the area of protein-protein docking are: (i) 
to introduce coarse-grained estimates of protein flexibility and 
(ii) to enrich theoretical predictions by using low-resolution ex-
perimental data, such as site-directed mutagenesis [17], mass 
spectrometry, hydrodynamic measures of molecular shape, or 
small-angle scattering spectra [57], which help to re-score the-
oretical models, rejecting potential structures that seem ac-
ceptable for current scoring functions [15]. 

Protein-protein docking methods are quite efficient  and 
they allow proteome-scale simulations [44]. This provides the 
opportunity to complete those interactomes outlined in large-
scale genomic and proteomic experiments and to generate 
structural models for already-known complexes, complement-
ing experimental information that is currently derived from tech-
niques such as electron tomography (see [1,64] for a discus-
sion). Thus, protein-protein docking simulations serve as a 
bridge between structural bioinformatics techniques directly 
derived from computational chemistry and systems biology. As 
a result, it should soon be possible to use theoretical chemistry 
to design a small drug able to bind a given protein target and, 
with related techniques, to predict the impact of this interaction 
on the entire cellular metabolome or interactome. 

Nucleic acid simulations

Nucleic acids encode the primary sequence of proteins and 
contribute to the regulation of gene expression, including dur-
ing the synthesis of proteins from RNA on ribosomes. They are 
structurally less complex than proteins since they are formed 
by only four different building blocks. The secondary structure 
of nucleic acids consists of regular double-stranded helices, 
defined in most cases by A·T and G·C pairs. However, despite 
this apparent simplicity, the theoretical study of nucleic acids is 
more difficult than that of proteins, for the following reasons: (i) 
the main intrinsic stabilizing term in the structure of nucleic ac-
ids is dispersion, whose theoretical representation is especially 
difficult, (ii) they are extremely flexible, and (iii) solvent and ion 
effects (always complex to represent since they are long-range) 
play crucial roles in determining the fine details of the three-di-
mensional structure.

Quantum simulations of nucleic acids require the inclusion 
of electron correlation, which dramatically increases computa-
tional costs. Accordingly, QM calculations have been limited to 
the nucleotide (or di-nucleotide) level. High-level QM studies 
have helped us to understand the physics of nucleobase-nu-
cleobase interactions in the gas phase or under pure solvent 
conditions [76] and to discuss the relative stability of different 
tautomers (see above). They also have been crucial in the para-
metrization of the force-field for classical simulations [53]. How-
ever, the study of complex nucleic acid structures is far beyond 
the capabilities of quantum chemistry (and will remain so in the 
next few years) such that most simulations on these systems 
have been carried out at the classical level.

The leading technique in the study of medium-sized nucleic 
acids (from 4 to 140 base pairs) is MD simulations. Recent im-
provements in force-fields [53] and in simulation conditions [50] 

combined with the use of new-generation supercomputers 
have made it possible to study the structure and dynamics of 
small helices in the micro-second range [52], which is the time 
frame for certain key biophysical processes such as chemical 
unfolding or local folding [55]. Indeed, the tremendous power 
of MD simulations of nucleic acid reactions has allowed the 
study of the effect of mutations, in the form of chemically modi-
fied bases, on DNA structure [11,12,24,75], the physical prop-
erties of unusual nucleic acids [70,71], nucleic acids under 
atypical conditions [61,63], the nature of nucleic acid transi-
tions [46], the basis for DNA–drug recognition [31], the effect of 
ions on nucleic acid structure [62], folding/unfolding [13], and 
even the characterization of new structures of nucleic acids 
prior to their experimental determination [13,14].

However, classical atomistic MD is still limited to the study of 
systems comprising only a few hundred nucleobases [50,51], 
far from the chromatin-scale. This has encouraged the devel-
opment of macroscopic models that treat the DNA structure as 
elastic rods [50] and do not explicitly include sequence effects. 
These macroscopic models can be used to gain general infor-
mation on the average properties of DNA, as in the study of 
large plasmids or the analysis of DNA packing in viruses [50]. 
When sequence effects are important but the systems are too 
large for atomistic descriptions, mesoscocopic methods are 
needed. These methods represent nucleic acids at the base-
pair level and assume that conformational changes can be ex-
pressed as combinations of three rotations (tilt, roll, twist) and 
three translations (rise, slide, shift) of one base pair with respect 
to the other. In terms of the harmonic approach, this means 
that the energy of a given regular duplex is defined as:
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where DX is the deformation, and N the stiffness matrix:
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where diagonal terms account for stiffness associated with 
pure twist (w), roll (r),tilt (t), slide (s), slide (l), and shift (f) defor-
mations, and non-diagonal terms represent cross-interactions. 

Practical determination of the stiffness constants is done by 
taking advantage of the Einstein equation applied to MD en-
sembles of equilibrium trajectories [50], as shown in Eq. (11).

	 k T –
B

11N = 	 (11)

where 1 is the covariance matrix obtained by projecting the 
atomistic MD into the nucleobase-pair helical space.

Efforts have been made by the theoretical chemistry com-
munity to characterize the equilibrium and elastic properties of 
short fragments of DNA. This information will be valuable in re-
creating the structure and elastic properties of long DNA frag-
ments [38,54] using modified nearest-neighbor models, which 
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can characterize the physical properties of DNA at the genomic 
scale [25,26]. For example, our group has found correlations 
between DNA regulatory regions and unusual physical proper-
ties, thus offering a method able to predict the positioning of 
transcription factors with excellent accuracy [25]. 

Final remarks

Coulson’s remark that “living organisms are the most perverse 
of all chemical systems” illustrates well the complexity of bio-
logical systems when studied from the viewpoint of theoretical 
chemistry. Biological systems are very large, diffuse, and have 
been inadequately described, with data that are in many cases 
poor in information. Even worse, the nature of the biological 
problem is often not well defined, hampering its formulation 
with the clarity needed for theoretical calculations. Despite 
these shortcomings, the recent rise of theoretical chemistry as 
a major rationalizing tool for biology has been impressive. New 
theoretical developments, accessibility to more powerful com-
puters, and the availability of more accurate biological data are, 
together, opening new doors, in which theoretical and compu-
tational chemistry can guide biologists in their characterization 
of the chemical bases of living organisms, from the small mo-
lecular detail of interactions to the global description of entire 
ecosystems.
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